Timeframe

Tech exists, only question is cost
Molly Rettig 2011 Why nuclear energy is on hold for Alaska, http://www.newsminer.com/view/full_story/11103374/article-Why-nuclear-energy-is-on-hold-for-Alaska

The report looked at various small, modular reactors that were proportionate to power needs in both cities and rural hubs in Alaska. So far, none have been approved or built in the United States. But they are expected to be commercially available by 2020. The best match for Fairbanks would be a light-water reactor in the range of 45 megawatts. “It’s very similar to the current technology. You use water to move the heat away from the core,” she said. “It’s just scaled down.” Though the technology exists to build small-scale reactors, the question is whether they are affordable. The study weighed the cost of installing and operating the different reactors against the cost of current sources of power. Would nuclear be cheaper in the long run? (Researchers assumed that consumers would switch from space heat to electric heat if it became cheaper over time.)
[bookmark: _GoBack]
Bottlenecks

Manufacturing capability will develop as the industry expands. 
Howard, ‘7
[Angie, Vice President -- NEI, 2-15, “Achieving Excellence in Human Performance: Nuclear Energy Training and Education,” http://nei.org/newsandevents/speechesandtestimony/2007/americannuclearsociety/]
Finally, we are seeing the first signs of revival in the supply chain for new nuclear plant construction. In manufacturing, for instance, Babcock & Wilcox recently renewed its federal accreditation for manufacturing nuclear-grade components. And there is manufacturing capability overseas in Japan and France. U.S. nuclear companies have already placed orders with Japanese companies for long-lead, heavy-forgings for reactor components. The supply chain will respond as market demand dictates. The more it looks like new nuclear plants will be built, the more U.S. capability will be developed. Today, 14 companies and consortia have announced that they are preparing to submit license applications to the Nuclear Regulatory Commission to build up to 32 new reactors. These companies are selecting technologies from two NRC-certified reactor designs, and two more designs that are under review by the NRC. These application submittals are expected beginning in 2007. Every major nuclear fleet operator is involved in some way, as well as some newcomers to the industry. Different companies are moving at different speeds, but the momentum is real.

No impact to construction bottlenecks -- companies are circumventing any perceived difficulties now. 
Bowman, ‘8
[Skip, CEO -- NEI, 6-19, “HEARING OF THE ENERGY AND AIR QUALITY SUBCOMMITTEE OF THE HOUSE ENERGY AND COMMERCE COMMITTEE; SUBJECT: LEGISLATIVE PROPOSALS TO REDUCE GREENHOUSE GAS EMISSIONS: AN OVERVIEW,” Lexis]
REP. BURGESS: Is there any difficulty in getting the actual reactors and materials that are needed to build the plant?
ADM. BOWMAN: That has not become a problem. We are certainly aware of the bottlenecks in the infrastructure because we haven't built in a long time. We're aware that the rest of the world is going in this direction. Those people who are in that first wave that I discussed earlier, those four to eight plants that might be on line by 2016 are already buying long lead time components, in some cases those long lead time components have been delivered. If they aren't delivered the companies are in the queue. So that's not causing the difficulty.

Plus, manufacturing capability is already expanding. 
Flint, ‘8
[Alex, Senior VP, Governmental Affairs -- NEI,  3-12, “Speech to the Select Committee on Energy Independence and Global Warming,” http://nei.org/newsandevents/speechesandtestimony/2008_speeches_and_testimony/march_12_2008_written_testimony]
In addition, NEI is working aggressively to revitalize the United States’ nuclear manufacturing infrastructure.  The global nuclear renaissance will require additional capacity for a range of products from very small components to ultra-heavy steel forgings and castings.  To the extent possible, we are working to see that additional global capacity established in the United States.

Lifecycle

Net-reduction in emissions – robust evidence 
NREL ‘12 (National Renewable Energy Laboratory, “Nuclear Power Results – Life Cycle Assessment Harmonization”, Updated May 4, 2012, retrieved Sept 3, 2012, http://www.nrel.gov/analysis/sustain_lca_nuclear.html, CMR) 

Collectively, life cycle assessment literature shows that nuclear power is similar to other renewable and much lower than fossil fuel in total lifecycle GHG emissions. In addition, the harmonization process increased the precision of lifecycle GHG estimates in the literature while having little impact on the overall central tendency.¶ Harmonization Impact on Variability and Central Tendency¶ Overall, harmonizing for all parameters (capacity factor, thermal efficiency, system lifetime, system boundary and GWPs) resulted in a tighter distribution than the published GHG emissions estimates for nuclear power systems. The total range of the data was decreased by 50% and the interquartile range was decreased by 35%.¶ Of the values harmonized, adjusting reported data to a consistent system operating lifetime had the greatest impact on reducing variability in the estimated life cycle GHG emissions from nuclear power systems.¶ Harmonization reduced the central tendency of GHG emissions estimates for nuclear power systems by 8%.¶ Comparison of Harmonization Impacts on Pressurized Water Reactor and Boiling Water Reactor Technologies¶ For more information, visit:¶ IPCC Special Report on Renewable Energy Sources and Climate Change Mitigation: Renewable Energy in the Context of Sustainable DevelopmentPDF¶ Life Cycle Greenhouse Gas Emissions from Nuclear Electricity Generation: Systematic Review and Harmonization (journal article)¶ OpenEI: Data, Visualization, and Bibliographies¶ Assuming consistent performance characteristics, the median LC GHG emissions estimates were nearly identical for PWR and BWR technologies after harmonization. The median life cycle GHG emission estimates for PWR and BWR technology types are 14 and 21 g CO2eq/kWh, respectively, as published, and 12 and 13 g CO2eq/kWh, respectively after harmonization.¶ To understand additional sources of variability in reported results, categorization and comparison of results based on life cycle assessment method, GHG emission intensity of primary source energy mix GHG emission intensity, uranium enrichment method and uranium ore grade was also conducted.¶ Given the large number of previously published life cycle GHG emission estimates of nuclear power systems and their narrow distribution, post-harmonization, it is unlikely that new LCAs with the same system boundaries of similar nuclear LWR power technologies will differ greatly.
a.) Reduces emissions – our evidence assumes lifecycle
WNA ’11 (“Comparison of Lifecycle Greenhouse Gas Emissions of Various Electricity Generation Sources”, http://www.world-nuclear.org/uploadedFiles/org/reference/pdf/comparison_of_lifecycle.pdf, CMR) 

Nuclear power plants achieve a high degree of safety through the defence-in-depth approach where,¶ among other things, the plant is designed with multiple physical barriers. These additional physical¶ barriers are generally not built within other electrical generating systems, and as such, the greenhouse¶ gas emissions attributed to construction of a nuclear power plant are higher than emissions resulting from¶ construction of other generation methods. These additional emissions are accounted for in each of the¶ studies included in Figure 2. Even when emissions from the additional safety barriers are included, the¶ lifecycle emissions of nuclear energy are considerably lower than fossil fuel based generation methods.¶ Averaging the results of the studies places nuclear energy’s 30 tonnes CO2e/GWh emission intensity at¶ 7% of the emission intensity of natural gas, and only 3% of the emission intensity of coal fired power¶ plants. In addition, the lifecycle GHG emission intensity of nuclear power generation is consistent with renewable energy sources including biomass, hydroelectric and wind.
b.) Best methodology 
WNA ’11 (“Comparison of Lifecycle Greenhouse Gas Emissions of Various Electricity Generation Sources”, http://www.world-nuclear.org/uploadedFiles/org/reference/pdf/comparison_of_lifecycle.pdf, CMR) 

This report is a secondary research compilation of literature in which lifecycle GHG emissions associated¶ with electricity generation have been accounted for. To be included within this compilation, the source¶ needed to meet the following requirements:¶ • Be from a credible source. Studies published by governments and universities were sought out,¶ and industry publications used when independently verified.¶ • Clearly define the term “lifecycle” used in the assessment. Although the definition of lifecycle can¶ vary, to be considered credible, the source needed to clearly state what definition was being used.¶ • Include nuclear power generation and at least one other electricity generation method. This would¶ ensure that the comparison to nuclear was relevant.¶ • Express GHG emissions as a function of electricity production (e.g. kg CO2e/kWh or equivalent).¶ This would ensure that the comparison across electricity generation was relevant
Nuclear power creates net-reduction in emissions 
IPCC ‘7 (“IPCC Fourth Assessment Report: Climate Change 2007”, http://www.ipcc.ch/publications_and_data/ar4/wg3/en/ch4s4-3-2.html, CMR)

The economic competitiveness of nuclear power depends on plant-specific features, number of plants previously built, annual hours of operation and local circumstances. Full life-cycle cost analyses have been used to compare nuclear-generation costs with coal, gas or renewable systems (Section 4.4.2; Figure 4.27) (IEA/NEA, 2005) including:¶ investment (around 45–70% of total generation costs for design, construction, refurbishing, decommissioning and expense schedule during the construction period);¶ operation and maintenance (around 15–40% for operating and support staff, training, security, and periodic maintenance); and¶ fuel cycle (around 10–20% for purchasing, converting and enriching uranium, fuel fabrication, spent fuel conditioning, reprocessing, transport and disposal of the spent fuel). ¶ Decommissioning costs are below 500 US$/kW (undiscounted) for water reactors (OECD, 2003) but around 2500 US$/kW for gas-cooled (e.g. Magnox) reactors due to radioactive waste volumes normalized by power output being about ten times higher. The decommissioning and clean-up of the entire UK Sellafield site, including facilities not related to commercial nuclear power production, has been estimated to cost £31.8 billion or approximately 60 billion US$ (NDA, 2006).¶ Total life-cycle GHG emissions per unit of electricity produced from nuclear power are below 40 gCO2-eq/kWh (10 gC-eq/kWh), similar to those for renewable energy sources (Figure 4.18). (WEC, 2004a; Vattenfall, 2005). Nuclear power is therefore an effective GHG mitigation option, especially through license extensions of existing plants enabling investments in retro-fitting and upgrading. Nuclear power currently avoids approximately 2.2–2.6 GtCO2/yr if that power were instead produced from coal (WNA, 2003; Rogner, 2003) or 1.5 GtCO2/yr if using the world average CO2 emissions for electricity production in 2000 of 540 gCO2/kWh (WEC, 2001). However, Storm van Leeuwen and Smith (2005) give much higher figures for the GHG emissions from ore processing and construction and decommissioning of nuclear power plants. 

Their life cycle arguments are wrong - Nuclear power results in a fraction of the emissions
Gronlund 7 Nuclear power in a Warming world: Assessing the Risks, Addressing the Challenges, Lisbeth Gronlund;  David Lochbaum;  Edwin Lyman, Union of Concerned Scientists, http://www.ucsusa.org/assets/documents/nuclear_power/nuclear-power-in-a-warming-world.pdf

Nuclear power plants do not produce global   warming emissions when they operate. However,   producing nuclear power requires mining and processing uranium ore, enriching uranium to create   reactor fuel, manufacturing and transporting fuel,   and building plants—all of which consume energy.   Today much of that energy is provided by fossil fuels (although that may change if the United   States takes steps to address global warming).   However, the global warming emissions   associated with nuclear power even now are   relatively modest. Indeed, its life cycle emissions   are comparable to those of wind power and hydropower. While estimates of life cycle greenhousegas emissions vary with different assumptions and   methodologies, the basic conclusions of most   analyses are consistent: for each unit of electricity generated, natural gas combustion results in   roughly half the global warming emissions of coal   combustion, while wind power, hydropower, and   nuclear power produce only a few percent of emissions from coal combustion. The life cycle emissions of photovoltaics (PVs) are generally somewhat higher than those for wind power, hydropower, and nuclear power, because manufacture of PVs   entails greater global warming emissions.5  The greenhouse gas emissions stemming from   nuclear power depend greatly on the technology   used to enrich uranium. The technology now used in the United States—gaseous diffusion—requires   a large amount of electricity: roughly 3.4 percent   of the electricity generated by a typical U.S. reactor would be needed to enrich the uranium in   the reactor’s fuel.  6  Because fossil fuels generate 70   percent of U.S. electricity, emissions from that   enrichment would account for some 2.5 percent of   the emissions of an average U.S. fossil fuel plant.   However, in the near future, U.S. uranium will   be enriched using gaseous centrifuge technology,   which consumes only 2.5 percent of the energy   used by a diffusion plant. Thus this part of the   nuclear power life cycle would result in very low   emissions.  7

Complexity

The scenario planning of the affirmative is key to motivate change
Gerald Keaney, 2006 “comments on Hakim Bey” http://brisbaneanarchy.org/node/86

We can begin with his position that we should not take an interest in, and so not write, apocalyptic literature. Apocalyptic literature is an ancient biblical genre that describes the end of the world, often in lurid terms. The Book of Revelations is probably the best-known example of this genre. Bey argues that interest in, and the writing of, apocalyptic literature is life negative. This means that instead of encouraging the virtues of joy de vive and free-spiritedness, life negativity encourages the kind of death fixation that leads to such vices as warmongery, Puritanism and mindless, life wasting work.   The position on apocalyptic literature was risible even before Bey’s rise to fame. Mainly this is because it seems that if we took Bey’s advice, we would condone the nuclear weapons issue being swept under the mat as it has been since the staged and premature celebrations surrounding the collapse of the Berlin Wall. Further Bey’s position on apocalyptic literature also laughably suggests we should eschew speculation about the effects of space-based weapons and realistic global warming scenarios. Though it is odd to suggest these topics can really make anything, including Hakim Bey, seem funny, the reason Bey’s position on apocalypse takes on the air of the ridiculous is because nothing seems more negative to life than to ignore imminent threat to that life.   Let us then consider other assumptions Bey’s work, in order to find out how he may otherwise justify his strange position. Now we would usually think apocalyptic literature can use fear and dread to encourage people to change the world because it might come TRUE. For Bey this motivation is obviously problematic, and I would suggest the reason why is a way of thinking associated with the term “post-modernism.” Bey himself gestures in this direction.   For this way of thinking it does not matter so much (or at all) if something is true or not. Rather we should be more interested in what the agenda of the writer or speaker might be, or how a piece of writing or a genre can be cross referenced to some other discourse. This severely limits the way a text (or what have you) might be used. In contrast to this position, more traditionally it has been thought that by making good arguments a text can lay claim to being true (even if the claim the text makes should be up for contest by other good arguments) and therefore can change people’s minds and the world. Bey does not give us a decent reason to reject this traditional position (in fact I am yet to read one anywhere); but he is happy enough to jump on the band wagon of assuming it is false.   This leaves Bey’s position on apocalyptic literature unsupported. Of course apocalyptic literature does not have to be convincing. Outside a few occult freaks, the odd fundamentalist Christian and some characters in horror movies, (all of whom may well be life negative) no-one seriously believes that The Book of Revelations will come true. But contemporary devastation scenarios are different. For instance a nuclear exchange can, and some point probably will, occur unless we abolish nuclear weapons. Literature that gets at truths like this should not be dismissed on post modern grounds, but encouraged, written, praised for honesty, and critiqued where it pulls punches or justifies the unjustifiable. 

Our scenario planning is an essential part of the creative process that is called for by complexity and is essential to communication and mobilizing collective action while disrupting deterministic thinking
McDaniel 2k3 
(Reuben R. Chair in Health Care Management at UT-Austin with Michelle E. Jordan-Elementary School Teacher; Brigitte F. Fleeman-Research Associate in Educational Psychology at UT-Austin. “Surprise, Surprise, Surprise! A Complexity Science View of the Unexpected” Health Care Management Review July/Sept 2003)
[bookmark: LastEdit]Scenario Planning Scenario planning often is used to whittle down possible futures to the most likely, to try and conceive of and develop scenarios that actually could happen.65,66 The assumption is that ‘‘everyone working in health care must be able to predict the future in order to prepare for it.’’67(p.43) Thinking about the future is important in CAS but thinking should not be based on confidence that you can predict the future and, therefore, be ready for it. Scenario planning should be about learning how to think in the face of unexpected events—not about learning what to expect. The success of scenario planning is not a function of how well you have predicted possible futures, but of how well you practice dealing with the unexpected. Scenario planning hones the skills of adapting to surprises and the unexpected. We don’t know what is going to happen in the future, but still we must act. Scenario planning can help facilitate collective mobilization68 by enhancing communication through common vocabulary, sharing views, and a wide appreciation of the significant influence of events outside the manager’s control.67 Scenario planning can force managers to confront uncertainty by giving them several different future outlooks,69 helping them visualize a broader world of possibilities, and sparking creative, ‘‘what-if’’ thinking. 66 Flexible strategic responses need to be developed. In appropriately done scenario planning, ‘‘unspoken assumptions about the future are surfaced, mental models are challenged, and more often than not, the blinders to creativity and resourcefulness are lifted.’’66(p.71) 

Complexity theory is unmerited and alienates the public – we need to focus on resolving short terms threats
Rosenhead, 98
(Jonathan, Professor London School of Economics, Complexity theory and management practice, http://human-nature.com/science-as-culture/rosenhead.html [1/2512])
This account of attempts to apply ideas from complexity theory to management practice has been broadly critical – critical of claims for the authoritative status of what would be better presented as stimulating metaphors. It is indeed curious that a message based on the importance of accepting instability, uncertainty and the limits to our knowledge should be presented with such an excess of certainty. The explanation for this paradox may lie in the twin heritage of management complexity. The ‘systems’ community world-wide has been particularly prone to sectarianism and evangelism, while the audience for management texts is conditioned to expect large generalisations supported anecdotally. It can be a heady mixture. This conceptual imperialism is both unfortunate and unnecessary. Unfortunate because some of those exposed to these ideas may reject them on grounds of over-selling, while others (recall that complexity theory proper is far from transparent) may be persuaded to place more reliance on the ‘findings’ than is merited. Unnecessary, because management complexity has indeed generated metaphorically based insights which are novel and instructive. Many thoughtful managers of complex organisations in turbulent times will, I believe, appreciate them as an enrichment of their world-view. That is to say, they will recognise there features of the organisational world in which they operate, set within a framework which makes them both more understandable and more significant. Evidently any selection of ‘added value’ insights will depend on personal perspective. For me there are a number of plus points. Consider the handling of the long-term. Long-term planning has taken such a battering that the complexity-based view that it is impossible anyway can hardly classify as startling. However Stacey’s extension of this critique to cover the view of ‘strategy as vision’ is a powerful antidote to much management writing. (I will continue to relate these comments principally to Stacey’s work.) He makes a good case (Stacey 1992, pp 126-144) that a single vision to serve as intended organisational future, motivator of behaviour and guarantor of corporate cohesion is a thoroughly bad idea. It produces a culture of dependency, restricts the expression of conflicting views, and generates shared mental models tending towards groupthink. One must hope that this debunking of ‘the vision thing’ will prove influential. Not that the long-term is dismissed as an effective irrelevance. What is proposed is a refocusing: rather than establish a future target and work back to what we do now to achieve it, the sequence is reversed. We should concentrate on the significant issues which need to be handled in the short-term, and ensure that the debate about their long-term consequences is lively and engaged. Read in this way, the lesson of complexity theory is not to justify short-termism, but to point towards a more practicable way of taking the future into account. 
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Perm do the plan and let being be
Prefer the permutation – it gives rise to ‘structural coupling’ that resolves Heidegger’s basic ontological question, and nuke power is key.
Dicks ‘11
(Henry, U. Institute of Tech @ U of Burgundy, “The self-poetizing earth: Heidegger, Santiago theory, and gaia theory”, Spring, p. http://ephilosophy.uoregon.edu/Dicks_SelfPoetizingEarth_EnvPhilSpring2011.pdf, DZ) 
Lovelock further notes that a number of human activities—burning¶ fossil fuels, deforestation, etc.—are giving rise to global warming (or¶ “global heating” as he prefers to call it), thus threatening to drastically¶ reduce, if not necessarily entirely destroy, the habitability of the Earth.¶ But what does Lovelock propose to do about global warming? In order¶ to answer this question, it is first necessary to consider his understanding¶ of its root causes. Lovelock is strongly opposed to any clear ontological¶ distinction between humans and animals. Indeed, he thinks that¶ any differences there might be are merely a question of degrees of¶ intelligence. Nevertheless, he also thinks that it was the evolution of¶ human intelligence, and in particular tool use and agriculture, that¶ led humanity to fall out of harmony with Gaia, for it allowed us to¶ grow in numbers to a point where the combination of over-population¶ and modern technology is giving rise to global warming. However,¶ despite the importance Lovelock attributes to human intelligence, he¶ also worries that we may be “too stupid” to do anything about global¶ warming, for the genes we evolved in the vastly different circumstances¶ of hunter-gathering are simply not suited to living in harmony with¶ Gaia. The likely outcome of the current crisis, Lovelock concludes, is¶ a massive reduction in the human population, an event from which he¶ thinks there may emerge a species that has evolved the requisite genes¶ to live intelligently as a partner of Gaia (2010, 150–59).¶ This raises the question of what it would mean to live intelligently¶ with Gaia. For Lovelock, there are two basic answers to this question:¶ first, we must learn to assist Gaia in the regulation of various different¶ variables she was previously able to regulate on her own, a project¶ which will in turn require the massively increased (self-)regulation of¶ human activity (2010, 21, 159); second, the world as a whole should¶ adopt nuclear power, for it is the only way of securing sufficient¶ quantities of the reliable, economically efficient energy that is required¶ to power modern civilization without further destroying Gaia (2010,¶ 17). In short, Lovelock thinks that self-regulation and nuclear power¶ are the two basic solutions to the current destruction of Gaia.¶ So how, then, is poiēsis, the “saving power,” harbored within the¶ roots of this way of thinking? Heidegger shares Lovelock’s fundamental¶ insight that the Darwinian concept of adaptation is mistaken, for¶ it fails adequately to understand the ecological question of how¶ organisms make themselves at home by adapting the environment (in)¶ to themselves:¶ The word ecology derives from oikos, the Greek word for house. It¶ signifies the investigation of where and how animals are at home in the¶ world, of the way in which they live in relation to their environment.¶ But in Darwinism precisely this was understood in an external manner¶ in the light of the questioning concerning adaptation. In Darwinism¶ such investigations were based on the fundamentally misconceived¶ idea that the animal is present at hand, and then subsequently adapts¶ itself to a world that is present at hand, that it then comports itself¶ accordingly and that the fittest individual gets selected. Yet the task¶ is not simply to identify the specific conditions of life materially¶ speaking, but rather to acquire insight into the relational structure¶ between the animal and its environment. . . . The organism is not something¶ independent in its own right which then adapts itself. On the contrary,¶ the organism adapts a particular environment into it in each case, so to¶ speak. (1995a, 263–64)¶ There is, however, a significant difference between Heidegger and¶ Lovelock concerning the question of adaptation: whereas Lovelock sees¶ life’s adaptation of the environment to itself as an objective scientific¶ fact that has been born out through empirical investigation, Heidegger¶ interprets it as a cognitive process taking place within the “opening”¶ that is the animal’s encircling ring.13¶ Now, as we have already seen, Heidegger’s analysis of living beings¶ as “open” to triggers prescribed by their encircling ring, but “closed” to¶ beings, is broadly in line with Maturana and Varela’s claim that organisms¶ are “closed organizations” and that the concept of “environment” is¶ thus observer-dependent (1987, 135). However, where Maturana and¶ Varela go further than Heidegger is in their claim that the adoption¶ of an “allopoietic” perspective towards ecology, according to which¶ organisms exchange matter and energy with their environment, makes¶ visible what they call “structural coupling,” a concept which clearly¶ corresponds to the Gaian concept of “mutual adaptation” (99–102).¶ They further claim that structural coupling may give rise to “higherorder”¶ autopoietic entities possessing their own cognitive domains¶ (1973, 109–110).

Inherent equality of all beings requires utilitiarianism
Cumminsky, 1996 (David, Associate Professor of Philosophy at Bates College and Ph.D. from UM, “Kantian Consequentialism”, p. 145-146)
In the next section, I will defend this interpretation of the duty of beneficence. For the sake of argument, however, let us first simply assume that beneficence does not require significant self-sacrifice and see what follows. Although Kant is unclear on this point, we will assume that significant self-sacrifices are supererogatory.11 Thus, if I must harm one in order to save many, the individual whom I will harm by my action is not morally required to affirm the action. On the other hand, I have a duty to do all that I can for those in need. As a consequence I am faced with a dilemma: If I act, I harm a person in a way that a rational being need not consent to; if I fail to act, then I do not do my duty to those in need and thereby fail to promote an objective end. Faced with such a choice, which horn of the dilemma is more consistent with the formula of the end-in-itself? We must not obscure the issue by characterizing this type of case as the sacrifice of individuals for some abstract "social entity." It is not a question of some persons having to bear the cost for some elusive "overall social good." Instead, the question is whether some persons must bear the inescapable cost for the sake of other persons. Robert Nozick, for example, argues that "to use a person in this way does not sufficiently respect and take account of the fact that he is a separate person, that his is the only life he has."12 But why is this not equally true of all those whom we do not save through our failure to act? By emphasizing solely the one who must bear the cost if we act, we fail to sufficiently respect and take account of the many other separate persons, each with only one life, who will bear the cost of our inaction. In such a situation, what would a conscientious Kantian agent, an agent motivated by the unconditional value of rational beings, choose? A morally good agent recognizes that the basis of all particular duties is the principle that "rational nature exists as an end in itself" (GMM 429). Rational nature as such is the supreme objective end of all conduct. If one truly believes that all rational beings have an equal value, then the rational solution to such a dilemma involves maximally promoting the lives and liberties of as many rational beings as possible (chapter 5). In order to avoid this conclusion, the non-consequentialist Kantian needs to justify agent-centered constraints. As we saw in chapter 1, however, even most Kantian deontologists recognize that agent-centered constraints require a non-value-based rationale. But we have seen that Kant's normative theory is based on an unconditionally valuable end. How can a concern for the value of rational beings lead to a refusal to sacrifice rational beings even when this would prevent other more extensive losses of rational beings? If the moral law is based on the value of rational beings and their ends, then what is the rationale for prohibiting a moral agent from maximally promoting these two tiers of value? If I sacrifice some for the sake of others, I do not use them arbitrarily, and I do not deny the unconditional value of rational beings. Persons may have "dignity, that is, an unconditional and incomparable worth" that transcends any market value (GMM 436), but persons also have a fundamental equality that dictates that some must sometimes give way for the sake of others (chapters 5 and 7). The concept of the end-in-itself does not support the view that we may never force another to bear some cost in order to benefit others. If one focuses on the equal value of all rational beings, then equal consideration suggests that one may have to sacrifice some to save many.

Prioritizing ontology and epistemology over specific policy formulations paralyzes problem solving measures ensuring short-term annihilation
David Owen Millennium Journale of international studies 2002 “Re-Orientation Internatioal Relations:  On Pragmatism, Pluralism and Practical Reasoning” 
Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theoryto recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulatesthe idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.

This obviously links to the Status quo more – Natural gas reliance results in things like Fracking which harms the environment much more with no thought about the way energy production affects the global climate

And a scientific understanding of the world is key – 
A. The Hanson evidence indicates that science must inform politics otherwise there will never be enough momentum to act to solve global warming
B. Cooption – our banning evidence indicates that calling into question scientific epistemologies allows dogmatic conservatism to fill the gap – The right will assert their own epistemology as a way to sustain the fossil fuel industry
C. Objectivity – while objective truth may not exist we can examine the world and draw conclusions that can inform politics
Rejection of Newtonian ontology relegates science into dogmatic forms of knowledge production
Sosteric 2005 [Michael Sosteric, The Death of Newton: Consciousness, Spirituality, ¶ and the Second Scientific Revolution, Journal of Sociology online, 2005]

However, if a Newtonian ontology and empirical methodology of objectivity is not the ¶ cornerstone of our scientific enterprise, then what is? I would submit that what ¶ separated Galileo, Copernicus, and others from the dogma of the church was the ¶ simple fact that they, through a process of observation and logical deduction, came to ¶ recognize that what had once been offered as truth had, by their time, lost its efficacy ¶ as an explanation of “things” and instead had been transformed into dogma. That is, ¶ what separates Galileo from the priests who oppressed him was not that he was ¶ necessarily more objective or rational than they but that he clued into the fact earlier ¶ than they (perhaps because he was not as reliant on the “gifts” of the church) that ¶ the truths of the church had lost their veracity and become the dogmatic impositions ¶ of a few powerful people. As you would expect if this were true, he paid for his ¶ attempt to break free of the dogma. His crime was to show “disrespect” for the priests ¶ who, by way of punishment for that disrespect, viciously enforced dogmatic ¶ boundaries, ejecting Galileo from the inner circles. Be that as it may, we all know ¶ how that story ends. Others came to stand by Galileo and challenge the paradigm ¶ and it eventually fell. The authority of the priests was undermined and religion ¶ became a “special case” clung to by all those who, some might say, could not face the ¶ implications of the new scientific worldview. ¶ 

Science isn’t a dogmatic or fixed thought – it continually FALSIFIES itself – it’s the MOST ACCURATE system of knowledge we have
Pease, 92 – Prof @ Vermont Law School, B.A. degree in biology and M.S. degree in system science UCLA, Ph.D. in evolutionary biology from UChicago, former postdoctoral fellow at the Weizmann Institute of Science in Israel (Craig M., April, “Is science logical? includes related article on model comparison; Thinking of Biology” BioScience lexis)
How scientists use models. Models codify knowledge about nature and are used by scientists to generate falsifiable hypotheses about nature. Every model consists of a set of predicates (statements that are taken as given) along with one or more deductions (statements that follow logically from those predicates). Deductions thus have the same status in science that theorems have in mathematics: both must be logical consequences of their predicates, and both may be formally proved. The label theoretician is often applied to a scientist who specializes in inferring deductions from predicates, typically in the context of mathematical or computer models. Although the application of these concepts to abstract models is straightforward, their application to empirical models may require some explanation. The predicates of an empirical model are the initial conditions under which the experiment was performed or the observation made (the species, cell, or molecule and its environment at the time of the experiment), whereas data are the deductions of empirical models. Just as the deductions of an abstract model are derived logically from its predicates, so the data collected from a particular experiment are derived naturally from its initial conditions. In our definition, predicates and deductions are properties of the model itself. By contrast, assumptions and hypotheses arise when a scientist extrapolates the predicates and deductions to nature. Thus, a predicate becomes an assumption and a deduction becomes a hypothesis when it is asserted to apply to nature (Figure 2). It is important that, whereas it is possible to prove that a deduction follows logically from the predicates of a model, it is never possible to prove that a hypothesis is correct about nature. We may test a hypothesis and decide to retain it, but in no way does this decision imply that the hypothesis has been proved. These concepts again apply to empirical models. An empirical model is a set of observations intended for extrapolation to experimental replicates or further observations of nature. The deductions of an empirical model (its data) become hypotheses when they are applied to new settings. Both abstract and empirical models are false. Even though models are the basis for science's explanations of nature, all scientifically useful models are known to be false before ever being tested with data (e.g., Cartwright 1983, Wimsatt, 1987). Put in a slightly different way, all models are known to be incomplete descriptions of nature. In understanding why all models are inevitably false, it is useful to distinguish between two types of assumptions models make. First, scientists explicitly assume that the assumptions of a model hold for nature. Explicit assumptions are often manifestly false because they are deliberate simplifications introduced for logistic or analytic tractability. Second, because nature is so complex, there are countless, unmeasured physical and biotic variables affecting every circumstance (e.g., gravitational fields, electromagnetic fields, light, temperature, humidity, atmospheric pressure, and environmental contaminants), so, for tractability, models ignore the overwhelming majority of such apparently unimportant variables; in so doing, a model implicitly assumes that those variables have no effect on the outcome. Of course, some of these ignored variables undoubtedly influence the result at some level, thereby introducing false assumptions. Consider the falsity of the Hardy-Weinberg model introduced above. This model explicitly assumes strict random mating, infinite population size, strict random assortment of alleles from heterozygotes, and many other obviously false characterizations of populations (Figure 3). It also implicitly ignores known details of DNA structure and behavior such as recombination within genes. Though these assumptions are deliberate falsifications, they make the problem analytically tractable, and they have the merit that no conceivable alternative set of assumptions would be universally applicable. Just as abstract models are inevitably based on false assumptions, empirical models are also false. Extrapolating the results of an experiment to a different setting requires that obvious differences between the original experimental setting and the new setting be overlooked. Thus, empirical models are inevitably incorrect when applied to novel situations. Consider a laboratory Drosophila population that serves as a model of genetics or population dynamics for natural populations. There are obviously numerous differences between the lab and the field in such metrics as photoperiod, nutrition, temperature, humidity, light, and population density, and there are obviously substantial genetic differences between Drosophila and other organisms to which scientists might want to extrapolate their results. If falsifying an assumption of a model were to always render the model useless, a single difference between the laboratory Drosophila population and the situation to which it is extrapolated would be sufficient to invalidate the use of Drosophila to study genetics. At the extreme, we could not even extrapolate the results of one experiment to the next. In our empirical model of blood donors in New York City, the donors in 1991 would not be exactly the same donors as in 1992 or another year, hence the model is a false description of new situations. How science is illogical. Scientists do not accept or reject models according to the criterion of whether the model is a fully correct description of nature. The criterion of logic would require us to discard a model as soon as it was found to be at variance with nature in any way whatsoever, just as logic dictates that a mathematical theorem be fully consistent with its predicates. All models fail by this criterion, and, if it was the only criterion of success scientists used, science would never progress. Instead, scientists use other criteria for evaluating models, and there are a multiplicity of such criteria. These criteria are chosen according to the scientists' goals. Dynamics: feedback and self-correction If all models are false, how does science work? How can scientists proceed from one false description of nature to another false description and regard this change as progress (Medawar 1965)? The answer is perhaps best introduced with an analogy--that of a writer preparing a manuscript. The first draft may be little more than an outline of ideas, with subsequent drafts fleshing out the manuscript in progressively greater detail. At times, major sections may be deleted or completely rewritten. No draft is perfect, but the overall trend is that the manuscript converges toward the writer's mental image of what is desired. Science also progresses in steps of successive improvement, whereby alternative models and hypotheses are evaluated according to the scientist's goals, and the better models are retained and the poorer ones rejected. Even if a complete understanding of nature is never achieved, the process can continue to increase our understanding of natural phenomena. However, there is one additional step in this protocol that is not apparent from the writer analogy. Models are evaluated according to the success of their hypotheses (Figure 4). All models are false in some respects, but a hypothesis derived from a model may not be obviously false, because hypotheses address much narrower dimensions of nature than the models from which they are derived. So a hypothesis is the model's proxy for deciding whether the model is to be retained or rejected. The more abstract picture is thus that science incorporates a self-correcting feedback mechanism in which models are continually tested based on their hypotheses (Sparks 1981). As a model is found to be wanting because its hypotheses are rejected, successors that attempt to improve on it are proposed and evaluated. As improvements are discovered, the cycle is repeated. Scientists continually weed out models with poor explanatory power in favor of those with greater explanatory power, so that progress toward the goal is ensured regardless of which goal is chosen. This self-correcting process, which is so fundamental to the scientific method, is one of the more salient features that distinguishes science from many other social institutions. Government agencies are rarely established with any effective program of evaluation and self-correction, despite the fact that they are usually established with some ostensible goal. Politicians and lawyers often adopt and then defend a position against all comers, rather than dynamically evaluating the evidence for and against alternative hypotheses. Falsifiable hypotheses. This perspective helps explains the heavy emphasis science places on the falsifiability of hypotheses (Platt 1964, Popper 1963). A falsifiable hypothesis has the property that it is possible to conceive of empirical results that, if observed, would call for rejection of that hypothesis. Falsifiability is essential to progress, for it is only through the repeated turnover of hypotheses that improvements in understanding can continue--a hypothesis that was not falsifiable could never be overturned, whether false or not. Goals and feedback. For feedback to be effective, the goals of science must be sufficiently well defined so that models can be evaluated against them. As a simple analogy to illustrate this point, consider the problems inherent in regulating the temperature of a house whose occupants cannot agree on the desired temperature. Although the choice of scientific goals and standards of success is critical to science, it is also a fairly obscure dimension of the scientific method. Goals A scientist evaluates a model by comparing its hypotheses to nature. Nature is therefore involved in the evaluation of scientific success, and the scientist is not free to choose an entirely arbitrary set of criteria. Yet, despite the use of nature as the final arbitrator, the evaluation of scientific success is partially subjective. All models are known to be false, and because there are countless aspects of any phenomenon that will remain unexplained by any model, the scientist must choose what is to be explained and what is to be ignored--for what the model is to be held accountable. Returning to the literature analogy, a writer's goal is some mental image, and each draft of the composition is evaluated by comparing it to that image. The goal, as well as the various criteria for success, may be entirely subjective and arbitrary (rather than partially subjective, as in science), conjured up by the author's imagination. To illustrate some of the arbitrary choices that must be made in choosing scientific goals, consider the Hardy-Weinberg model. Although this model predicts the equilibrium proportions of genotype frequencies as a function of allele frequencies, it also predicts that genotype frequencies do not change through time (i.e., evolution does not occur). The first hypothesis has been tested against data many times, whereas the second is generally dismissed as being outside the scope of the model--the model's predicates do not admit any of the major mechanisms of evolution, so it is not intended to provide even the most rudimentary description of evolution. Thus, some hypotheses of the model are clearly false, even though the model are clearly false, even though the model is regarded as successful on the basis of its hypothesis of equilibrium genotype frequencies. The subjectivity in this case involves deciding whether the goal will involve evolution. The paradox of specific goals. Scientific endeavors differ in the level of specificity with which their goals are defined. Generally, applied research involves specific goals. As an example in which goals are defined narrowly, consider a chemical company with the goal of synthesizing a herbicide that is economically viable, has a short half-life, and is toxic to a limited range of taxa (e.g., is benign to animals). In other cases, however, the scientific goals are less specific. Much of basic research is motivated by the somewhat nebulous goal of understanding a phenomenon. The term understanding in this case could include any of a variety of specific goals, and, indeed, in such situations scientists often choose their goals implicitly and retrospectively. An obvious drawback to undertaking research with poorly defined goals is that the goal may be chosen to fit the data in hand. Failure to specify the goal before beginning the study allows the data gathered to influence the goal chosen, reducing the efficiency of the dynamic process whereby old, inadequate explanations are replaced by new, more accurate ones. Thus, scientists prefer prospective over retrospective tests of hypotheses. However, it would be incorrect to believe that scientists always prefer specific to ill-defined goals. There are definite advantages to undertaking research with somewhat vague goals. Identifying a goal inevitably involves choosing a model of nature, because a goal can only be specified in the context of a particular model of nature. For example, a chemical company undertakes its search within the context of existing abstract models of chemical bonding and existing information (i.e., empirical models) regarding what chemical compounds have met similar goals in other situations. The more definite the goal, the more specific the model that must underlie it, and working within the confines of a specific existing model reduces the possibility of discovering a new and better model. Paradoxically then, working toward a definite goal often conflicts with the more vague, but often more demanding, goal of discovering a model that is more general than those currently existing. The goal of generality. Even though scientists' goals are sometimes vague, an underlying thesis is that successful models must be general at some level. A model's eminence or prestige in science depends in a large part on how much it explains, hence on its generality. This generality can be manifested in an ability to extrapolate to new situations or to unify various models and observations, but, at the very least, hypotheses must withstand repeated confirmations of their success (by whatever criteria), so that they will be general enough to buffer the many unmeasured variables that change from one experimental repetition to the next. Unfortunately, the complexity of nature leads to a countless number of ways to specify generality; these choices are in part arbitrary. As regards the Hardy-Weinberg model, we discussed the need to choose between hypotheses of genotype frequencies versus hypotheses of evolutionary change. To continue with this example, note that in testing the genotype frequency predictions, we must decide whether the hypothesis applies to diploid organisms in general or only to a particular taxonomic group, and we must decide whether to exclude from the hypothesis genetic loci under strong selection or populations that have just gone through a major inbreeding bottleneck. Thus, the decisions scientists make in choosing which hypotheses of a model to test are influenced by previous empirical tests of the model. These decisions are partially arbitrary, inasmuch as the scientist must decide whether deviations due to one factor (e.g., inbreeding) should be weighed differently than deviations due to a second factor (e.g., selection). Criteria of success. Scientists use varied criteria to measure how successful models are in achieving their goals. A hypothesis is described as robust if it satisfies the scientist's criterion of success, and the word theory is used to describe a model or set of models that underlies a cohesive set of robust hypotheses. For some goals, a hypothesis might simply predict the existence of a particular phenomenon, and thus success is indicated when that phenomenon is observed. In other cases, the criterion of success is a statistic that quantifies the deviations between observations and hypotheses. Choosing a statistical test requires one to specify both a hypothesis to be tested and a class of empirical situations to which the model is extrapolated. Even after the statistical model is specified, there is an infinity of criteria of success one could potentially use, as one must arbitrarily choose a significance level. Vicarious success of models. A model does not always succeed or fail based solely on direct empirical tests of its hypotheses. Rather, in some cases a model is deemed successful in part because of connections between the model being investigated and other models that have themselves been tested. Such connections might arise either because a special case of the model has been recognized and tested previously or because the model explains a previously ad hoc assumption of an otherwise successful second model. Changing the criteria of success. The criteria of success used in tests of models are not static; rather, scientists adjust the standards to fit the state of the discipline. In the early stages of a discipline, the criteria for success of a model may be minimal. However, each success resets the standards for future successes, and the standards for success at any one time typically exceed the standards of previous times. A simple analogy is that today's electronic audio equipment is judged by more stringent criteria than were gramophones. The adjustment of criteria of success to suit the accomplishments of the discipline facilitates scientific progress but further underscores the subjectivity in choices of goals and criteria of success. The mechanisms of scientific evluation: model comparison All measures of scientific success, when reduced to their most basic element, involve comparing models. Model comparison is the method of evaluation, whether the model is tested directly against data or against abstract models. The assessment of generality overtly exploits model comparison: a model that is general is one that helps unite and explain the relationships among many other empirical and abstract models. Model comparisons are ubiquitous in science. These methods have been given different names, depending on the combination of empirical and abstract models being compared and the nature of the comparison. The methods of comparison include hypothesis testing, experimental replications, controlled experiments, comparative biology and epidemiology, statistical models, sensitivity analyses, and analytic methods. Of course, this simple taxonomy does not capture many of the nuances of these methods, some of which are outlined in the box on page 295. One basic procedure used in comparisons is to investigate two models with different predicates. If the deduction of interest is the same regardless of the predicate, then that deduction is a candidate for becoming a robust hypothesis. If instead we find that changing the predicate alters the deduction of interest, then the predicate involved becomes a sensitive assumption, or a place to look if the model fails empirically. Either way, we gain useful information. If the test succeeds, we have a model with general predictive power, and if it fails we have identified a basis for constructing a more informative model. Before being tested, a hypothesis enjoys a neutral status; the test results can vary from being an unquestionably successful test to a complete failure. The two extremes of this spectrum correspond to robust hypotheses and sensitive assumptions. The robust hypotheses derived from a model comprise a catalog of model successes, whereas the assumptions comprise a catalog of model failures. Science and society Science has recently become less isolated and more intertwined with society. Whereas in the past much scientific debate occurred outside of the public's eye, the success of science has spurred attempts to exploit more uncertain scientific hypotheses to solve problems, with a consequence that the public has come increasingly involved in evaluating the evidence for and against specific hypotheses, a process at the heart of the scientific method itself. Public ignorance of the scientific method may now be impeding scientific progress. Conflicts between the scientific community and other social institutions have appeared, for example, in the education and recruiting of new scientists, in testing hypotheses of direct public interest, and in paying the economic costs of certain scientific projects. The challenges of religious zealots to the teachings of evolutionary biology have put biologists on the defensive, often leaving them in the awkward position of attempting to explain to the public why scientific theories differ fundamentally from religious doctrines: the essence of science is that ideas are rejected when evidence dictates, whereas the replacement of ideas is anathema to religion. Scientists' failure to convey this message has enabled the adoption of textbooks that have greatly diminished the quality of science education in secondary schools. On such topics as conservation, medical liability, government permissions to market new drugs, animal research, and global warming, the testing of uncertain hypotheses is increasingly occurring in public forums such as the media and courts. In these cases, the public plays a role in evaluating the evidence for and against uncertain hypotheses. Informed decisions by the public will require that the decision makers be versed in the methods and criteria scientists use to measure progress. Some simple changes in science education would help achieve these ends. As the body of scientific knowledge has increased dramatically in response to the success of science, the science curriculum at some universities has responded by increasing the volume of subject material covered. A better or at least complementary approach would be the teaching of what science entails. Science needs to be perceived as a dynamic process in which uncertainty is inherent but quantifiable. The student needs to be prepared to address novel problems, rather than to be forced to rely on obsolete and incomplete case histories. Development of a concise model of the scientific method should be a goal of science education.

Attempts to reduce the ability of science to inform policy allows the right to coopt the global warming debate
Robin McKie, science editor, 2/18/12, “Attacks paid for by big business are 'driving science into a dark era'”, http://www.guardian.co.uk/science/2012/feb/19/science-scepticism-usdomesticpolicy

Most scientists, on achieving high office, keep their public remarks to the bland and reassuring. Last week Nina Fedoroff, the president of the American Association for the Advancement of Science (AAAS), broke ranks in a spectacular manner.¶ She confessed that she was now "scared to death" by the anti-science movement that was spreading, uncontrolled, across the US and the rest of the western world.¶ "We are sliding back into a dark era," she said. "And there seems little we can do about it. I am profoundly depressed at just how difficult it has become merely to get a realistic conversation started on issues such as climate change or genetically modified organisms."¶ The remarks of Fedoroff, one of the world's most distinguished agricultural scientists, are all the more remarkable given their setting.¶ She made them at the AAAS annual meeting, an event at which scientists normally revel in their latest accomplishments: new insights into marine biology or first results from a recently launched satellite, for example.¶ But this year there has been a palpable chill to proceedings. Yes, good work was reported to the 8,000 who attended the various symposia and lectures at the meeting in Vancouver.¶ However, these pronouncements were set against a background of an entire intellectual discipline that realises that it, and its practitioners, are now under sustained attack.¶ As Fedoroff pointed out, university and government researchers are hounded for arguing that rising carbon dioxide levels in the atmosphere are changing the climate. Their emails are hacked while Facebook campaigns call for their dismissal from their posts, calls that are often backed by rightwing politicians. At the last Republican party debate in Florida, Rick Santorum insisted he should be the presidential nominee simply because he had cottoned on earlier than his rivals Newt Gingrich or Mitt Romney to the "hoax" of global warming.¶ "Those of us who grew up in the sixties, when we put men on the Moon, now have to watch as every Republican candidate for this year's presidential election denies the science behind climate change and evolution. That is a staggering state of affairs and it is very worrying," said Professor Naomi Oreskes, of the University of California, San Diego.¶ Oreskes is co-author, with Erik Conway, of Merchants of Doubt, an investigation into the links between corporate business interests and campaigns in the US aimed at blocking the introduction of environmental and medical measures such as bans on smoking and the use of DDT, laws to limit acid rain, legislation to end the depletion of ozone in the atmosphere and attempts to curb carbon dioxide emissions.¶ In each case, legislation was delayed by years, sometimes decades, thanks to the activities of a variety of foundations – such as the Heartland Institute – which are backed by energy companies such as Exxon and billionaires like Charles Koch.¶ These institutions, acting as covers for major energy corporations, are responsible for the onslaught that has deeply lowered the reputation of science in many people's minds in America. This has come in the form of personal attacks on the reputations of scientists and television adverts that undermine environment laws. The Environmental Protection Agency, which is responsible for blocking mining and drilling proposals that might harm threatened species or habitats, has become a favourite target.¶ "Our present crisis over the rise of anti-science has been coming for a long time and we should have seen it coming," adds Oreskes.¶ This point was backed by Francesca Grifo of the Union of Concerned Scientists (UCS), although she added that one specific event had brought matters to a head this year: the decision by the United States supreme court to overrule the law that allowed the federal government to place limits on independent spending for political purposes by business corporations.¶ "That has opened the gates for corporations – often those associated with coal and oil industries – to flood the market with adverts that support rightwing politicians and which attack government bodies that impose environmental regulations that these companies don't like," she said. "The science that supports these regulations is attacked as well. That has made a terrible difference over the past year and it is now bringing matters to a head."¶ Her remarks are backed by a UCS report, Heads They Win, Tails We Lose: How Corporations Corrupt Science at the Public's Expense, which was published at the Vancouver meeting on Friday. It chronicles the methods used by corporate businesses to attack their targets: harassing individual scientists, ghost-writing scientific articles to raise doubts about government research, and undermining the use of science to form government policy.¶ "People may believe that political interference in science went extinct when George W. Bush left office, but the reality is that the pressure to politicise science is still with us," added Grifo.¶ Most scientists acknowledge that President Barack Obama is sympathetic to science. "The trouble is that he still hasn't been able to do anything to help. He is continually blocked by Congress, and that only adds to our worries and sense of desperation," said Fedoroff. "If the current president is for us, but still cannot do anything to help us, then what will happen if a Republican gets into the White House this year?"¶ In general, the worst excesses of the anti-science lobbies are confined to the US. However, there are signs that their influence is spreading, and that raises worrying issues, said Bob Ward of the Grantham Research Institute on Climate Change, in London.¶ "In coming years, we will have to ask ourselves if public policies should be based on the advice of experts who have carried out robust and rigorous analysis of the evidence, or if they should be guided by lobbyists who appear driven by narrow ideological dogma.

Default to falsifiable alternatives—empirical reality is the only legitimate means of taking action
Donovan, ‘4 [John, Director of the Microanalytical Facility, University of Oregon, Selections from the Post-Modernism Thread, Science vs. Postmodernism Debate, Last Updated Dec. 29, http://www.uoregon.edu/~donovan/debates/Selections%20from%20the%20Postmodernism%20thread.pdf]

This is such a ridiculous and backwards misunderstanding of how science actually functions I'm not even sure where to start. Listen, despite what your teachers may have told you, as a scientist that has seen blood on the floor, I can assure you that science thrives on challenges to authority. Every scientific theory that has been falsified is a testament to that process. On the other hand, I see that Anthro departments continue to play politics as usual without regard to empirical reality (since that's all they actually have to play with). It's actually the PoMo's that constantly appeal to the pretentious wordplay and authority of Foucault, Lacan, Derrida, etc. to suppress internal criticism and create fear. One benefit the Sokal Hoax had was to embolden many in Literature and other Humanities departments to finally speak out and say "We've been too fearful to say it, but yes, he's right- this is all a bunch of crap, and I'm glad he showed everyone the lack of academic credibility and rational scholarly standards in these so called philosophers."  PoMo likes to say that everything is "politics", but as Richard Feynman said: "For a successful technology, reality must take precedence over public relations, for Nature cannot be fooled."

Falsifiability is key to prevent extinction
Coyne, 06 – Author and Writer for the Times (Jerry A., “A plea for empiricism”, FOLLIES OF THE WISE, Dissenting essays, 405pp. Emeryville, CA: Shoemaker and Hoard, 1 59376 101 5)

Supernatural forces and events, essential aspects of most religions, play no role in science, not because we exclude them deliberately, but because they have never been a useful way to understand nature. Scientific “truths” are empirically supported observations agreed on by different observers. Religious “truths,” on the other hand, are personal, unverifiable and contested by those of different faiths. Science is nonsectarian: those who disagree on scientific issues do not blow each other up. Science encourages doubt; most religions quash it. But religion is not completely separable from science. Virtually all religions make improbable claims that are in principle empirically testable, and thus within the domain of science: Mary, in Catholic teaching, was bodily taken to heaven, while Muhammad rode up on a white horse; and Jesus (born of a virgin) came back from the dead. None of these claims has been corroborated, and while science would never accept them as true without evidence, religion does. A mind that accepts both science and religion is thus a mind in conflict. Yet scientists, especially beleaguered American evolutionists, need the support of the many faithful who respect science. It is not politically or tactically useful to point out the fundamental and unbreachable gaps between science and theology. Indeed, scientists and philosophers have written many books (equivalents of Leibnizian theodicy) desperately trying to show how these areas can happily cohabit. In his essay, “Darwin goes to Sunday School”, Crews reviews several of these works, pointing out with brio the intellectual contortions and dishonesties involved in harmonizing religion and science. Assessing work by the evolutionist Stephen Jay Gould, the philosopher Michael Ruse, the theologian John Haught and others, Crews concludes, “When coldly examined . . . these productions invariably prove to have adulterated scientific doctrine or to have emptied religious dogma of its commonly accepted meaning”.  Rather than suggesting any solution (indeed, there is none save adopting a form of “religion” that makes no untenable empirical claims), Crews points out the dangers to the survival of our planet arising from a rejection of Darwinism. Such rejection promotes apathy towards overpopulation, pollution, deforestation and other environmental crimes: “So long as we regard ourselves as creatures apart who need only repent of our personal sins to retain heaven’s blessing, we won’t take the full measure of our species-wise responsibility for these calamities”. Crews includes three final essays on deconstruction and other misguided movements in literary theory. These also show “follies of the wise” in that they involve interpretations of texts that are unanchored by evidence. Fortunately, the harm inflicted by Lacan and his epigones is limited to the good judgement of professors of literature. Follies of the Wise is one of the most refreshing and edifying collections of essays in recent years. Much like Christopher Hitchens in the UK, Crews serves a vital function as National Sceptic. He ends on a ringing note: “The human race has produced only one successfully validated epistemology, characterizing all scrupulous inquiry into the real world, from quarks to poems. It is, simply, empiricism, or the submitting of propositions to the arbitration of evidence that is acknowledged to be such by all of the contending parties. Ideas that claim immunity from such review, whether because of mystical faith or privileged “clinical insight” or the say-so of eminent authorities, are not to be countenanced until they can pass the same skeptical ordeal to which all other contenders are subjected.” As science in America becomes ever more harried and debased by politics and religion, we desperately need to heed Crews’s plea for empiricism.

Tech inevitable – it’s better to evaluate the desirability of specific uses rather than a totalizing rejection
Selinger, 06 (Evan, Postphenomenology, p 149-50)

As Ihde has made us acutely aware, however, Heidegger's dissatisfaction with modern technology stems from his assumption of a decontextualized attitude of nostalgic romanticism (PP 103—I 15) based on the unacknowledged construction of a myth of lost pretechnological ages of harmony. As such, and paradoxically contrary to its own self-interpretation, Heidegger's account remains a willful subjectivist dialectical partner and reflection of the technological age it invents to criticize. In fact, technology has always been part of the human landscape, from chipped stones, from plows and altars, to trains, super-highways, telephones and computer generated virtual realities. Each technology involves gains and losses. To build a temple is to create a quarry or deforest a wood. To gather here is to separate there. The issue in understanding technology is not to deride it as such, which is equivalent to deriding the human condition as such (which is a theological rather than a philosophical position), but to grasp and then evaluate what is peculiar about its contemporary manifestations in our time of modern science. 

Waiting for nature to reveal itself cedes the battle to transnational corporations and causes extinction
Graham, 2k – Graduate School of Management, Queensland (P, Heidegger's Hippies, http://www.philgraham.ne t/HH_conf.pdf)

By emphasising the problem of the 'ontological self' (Giddens 1991: 49), informationalism and 'consumerism' confines the navel-gazing, 'narcissistic' masses to a permanent present which they self-consciously sacrifice for a Utopian future (cf. Adorno 1973: 303; Hitchens 1999; Lasch 1984: 25-59). Meanwhile transnational businesses go about their work, raping the environment; swindling each other and whole nations; and inflicting populations with declining wages, declining working conditions, and declining social security. Slavery is once again on the increase (Castells, 1998; Graham, 1999; ILO, 1998). There is no "problem of the subject", just as there is no "global society"; there is only the mass amnesia of utopian propaganda, the strains of which have historically accompanied revolutions in communication technologies. Each person's identity is, quite simply, their subjective account of a unique and objective history of interactions within the objective social and material environments they inhabit, create, and inherit. The identity of each person is their most intimate historical information, and they are its material expression: each person is a record of their own history at any given time. Thus, each person is a recognisably material, identifiable entity: an identity. This is their condition. People are not theoretical entities; they are people. As such, they have an intrinsic identity with an intrinsic value. No amount of theory or propaganda will make it go away. The widespread multilateral attempts to prop up consumer society and hypercapitalism as a valid and useful means of sustainable growth, indeed, as the path to an inevitable, international democratic Utopia, are already showing their disatrous cracks. The "problem" of subjective death threatens to give way, once again, to unprecedented mass slaughter. The numbed condition of a narcissistic society, rooted in a permanent "now", a blissful state of Heideggerian Dasein, threatens to wake up to a world in which "subjective death" and ontology are the least of all worries.

